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PART-A
1. Define   retrieval model?
2. What are the classes of  retrieval model?
3. State Boolean model?
4. What is similarity measures?
5. Define cosine similarity measures?
6. List out the steps involved in preprocessing?
7. Define inverted file?
8. Define sparse vectors?
9. What is language modeling?
10. Differentiate language model and naïve baiyes?
11.  Define smoothing?
12. Give probabilistic approaches to IR?
13. Define latent semantic indexing?
14. Give the goals of LSI?
15. Define relevance feedback?
16. What is the goal of preprocessing ? 
17. Define lexical analysis?
18. What is sparse vector?
19. Write the principle of probabilistic IR?
20. Write about the probabilistic Inferences?



PART-B
Boolean and vector space retrieval models

1.Explain in detail about the Boolean and vector in retrieval model?
Term weighting 
1. Explain in detail about the Term weighting ?

TF-IDF weighting
1.Describe about the TF-IDF weighting?

 cosine similarity
1.Explain the cosine similarities and also explain with suitable diagram?
 Preprocessing 
1.Explain in detail about the various preprocessing?
 Inverted indices 
1.Explain the concepts of inverted  indices in detail
 Efficient processing with sparse vectors 
1.How efficient preprocessing is done with sparse vectors?
 Language Model based IR 
1.Explain in detail about the language based model IR?
 Probabilistic IR 
1.Explain in detail about the Probabilistic IR ?

Latent Semantic Indexing
 1.Explain in detail about the  Latent Semantic Indexing?


Relevance feedback and query expansion
 1.Explain in detail about the Relevance feedback and query expansion?








PART-C
1.Explain the overview of preprocessing?
2.Explain the overview of Probabilistic IR model?
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